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Abstract: In the world of storage Databases are used to store data needed for computer programs. It is basically used to store very sensitive data. 
Software and hardware failures are main issues under database corruption. To prevent data loss and inconsistency of database after failure, recovery is 
needed.  MySQL DBMS, it has been find that in certain cases, corruption can greatly harm the system, leading to untimely crashes, data loss, or even 
incorrect results. In this paper some other techniques are defined to enhance the performance of the checker for corruption detection technique with 
the help of logs. The checker will work according to type of the corruption. If there is any empty values in the data file then checker create a bad log 
file which will have only inconsistent values. Other records will be inserted in the database. If there is any data type mismatch then checker will be 
automatically terminated.  

Index Terms— ARIES, checksum, MySQL corruption, logs, RAID, redo undo operations, recovery management,   
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Introduction: 

Databases are used to store data needed for computer 
programs. It is basically used to store very sensitive data. 
To prevent data loss and inconsistency of database after 
failure, recovery is needed. Data corruption mainly refers to 
errors in the data that occur during writing, reading, 
storage, transmission, or processing, that will create 
inconsistency in the original data. When data corruption 
occurs, the file that contains that data may become 
inaccessible, and the system or the related application will 
give an error. Take an example, if a MS word file is 
corrupted, when you try to open that file with MS Word it 
will generate an error message, and the file would not be 
opened. Some programs can give a suggestion to repair the 
file automatically, and some programs cannot repair it. The 
main reasons for disk corruption are: 

1. One reads the block of data from the disk and 
receives unexpected contents 

2. The second reason is where a disk report that a 
write has completed but it was never written to the 
disk. 
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3. If a drive cache is set to write back mode, a write 
will be acknowledged when it is put into the disk 
cache but before it has been written to disk if 

power is lost before the actual write to the media 
surface, the write seemingly lost. 

Recovery techniques 

The recovery techniques used to recover database 
corruptions. These techniques are given below: 

Log based recovery 

Log is a file that particularly is used to record modification 
of the database. A log file has sequence of log records 
which contains details of each activity of the database 
which is required for recovery process.  

Each log record has two types operation.  

 UNDO- Information needed for UNDO  

 REDO- Information needed for REDO. [2] 

The most important characteristic of failures is the amount 
of information which is lost because of the failure. There are 
describing the major form of failures.  
 

 First, Failures without loss of information. In This 
failure include the error occurred in the system 
because of this failure we have to abort the 
transaction. Example of this failure is divided by 
zero. In this type of failure we have stored 
information in memory used for the recovery 
process. 

 Second, Failure with loss of volatile storage: in this 
failure all the records stored in memory is lost but 
we can recover this failure by using disk storage. 
Example of this failure is system crashes.  
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 And last is Failures with loss of non-volatile 
storage: in this failure all the information stored 
the disk is lost. Example of this failure is head 
crash. 

 

ARIES 

ARIES stands for “Algorithm for Recovery and Isolation 
Exploiting Semantics” used by most of DBMS which 
guarantees the atomicity and durability properties of 
transactions. The fact is that in the case of process, 
transaction, system and media failures ARIES uses a single 
log sequence number (LSN). Every log record has its 
associated LSN which has all the information of the disk 
location or the address of the log record. The LSN contains 
the LSN of the log record that describes the latest update to 
the page. In the page where LSN field which is placed in 
the page itself update when the page is updated and a log 
record is written. This is important to track the logged 
updates for the page in the restart and media recovery. 

Shadow paging 

Shadow paging is again a recovery technique which very 
useful for crash recovery technique which does not use a 
log for recovery. Shadow paging technique always 
considers that the database has fixed size disk block called 
page. This Database can have any number of pages in 
which each page must have some identification in the disk.  

This Page table is basically used to identify the database 
pages. Suppose our database consists of n pages then the 
page table will contain n entries in which each record point 
to a page on the disk. The main idea behind the technique is 
keep two page tables during the transaction: 

 shadow page table  

 current page table 

When the transaction starts, these two tables are identical. 
During transaction execution there will no modification in 
the shadow page table. When any write operation occurs, it 
will simply create a new copy of particular page which is 
going to modify and will accordingly modify current page 
table to point new page. All these modifications are visible 
only for the current page. Then there are two copies of 
database page, a new version which is pointed by current 
page table entry and old version which is pointed by 
shadow page table. 

       Backup 

If we talk about log based recovery techniques and 
shadow paging are recovery techniques used to 
recover from non damaging failures. Recovery 
manager of a DBMS is responsible to recovery 

from catastrophic failures such as disk crashes. Log 
can be used to recover from media failures if log is 
not on same disk and never threw away after a 
checkpoint. Back up is the most useful technique 
for recover from such failures. Generally full 
database archive and log periodically copied into 
cheap medium such as magnetic tapes or optical 
disk. The archive database copy and log must be 
stored in remote secure location.  

  

    Background & related work 

  In MySQL DBMS, There are certain cases which the   
analysis finds that corruption can greatly harm the system; 
it can be lead to crashes, data loss, or incorrect results.  The 
result says that out of 145 injected faults, 110 lead to serious 
problems.[9] The RAID is basically designed to tolerate the 
loss of a certain number of disks or blocks (e.g., RAID-5 
tolerates one, and RAID-6 tolerates two), but not to identify 
corruption. For example, in RAID-5, it is that if a block in a 
parity set is corrupt, then the parity computation will be 
incorrect, but it cannot identify corrupted block.[9] 

Checksum is another technique which is used in various 
systems to detect data corruption. When a block is read 
from the disk, its checksum too stored. A checksum is then 
computed over the data block and compared to the stored 
checksum; if the two of them do not match, the block is 
declared as a corrupt block and recovered from a mirror 
copy. Checksums can improve corruption detection but still 
it is not a complete solution for three reasons. First, 
memory is not perfect. For example, a bit-flip in memory 
before a checksum is computed could lead to a corrupt 
block being written to disk; the disk system will safely store 
the corrupted block. Second, software is not perfect; large 
code bases are typically full of bugs. Lastly, check summing 
does not protect against complex failures such as torn 
writes, lost writes, and misdirected writes. [9] 
After the detailed observations they pointed out three 
deficiencies: MYSQL does not have the capability to detect 
some corruptions due to lack of redundant information, 
does not isolate corrupted data from valid data, and has 
inconsistent reactions to similar corruption scenarios. 

Online corruptions: from the previous study, the results 
have shown that MySQL does not detect all kinds of 
corruption that can arise; the MySQL server is not highly 
available in the midst of corruptions, and finally MySQL 
does not have a consistent framework for corruption 
handling. Some of the details are 
 
1) Incomplete Detection: MySQL ignores many corruptions, 
which leads to incorrect results being returned, crashes, and 
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data loss. MySQL ignores detectable corruptions and in 
some other cases MySQL does not have the ability to detect 
certain corruptions. In the previous study, B-Tree was taken 
as an example. In B-Tree pointer corruption, when a pointer 
is corrupt such that it points to a page not reachable from 
the parent page, MySQL could detect this by checking the 
keys. However, since MySQL does not perform such a 
check, incorrect results are returned. Another problem was 
a record pointer corruption which could be easily 
detectable; the MySQL server could compare the key stored 
in the index with the one stored in the record. But, rather 
than utilizing this redundant information, MySQL always 
trusts the keys stored in the records. As a result, incorrect 
results are returned. Third, in the index format corruption, 
when the data file length specified in the state header is 
corrupted to zero, MySQL returns no result to the user 
without any error message, blindly believing that the data 
file is empty. [9] 
Undetectable corruption: Several corruptions are hard to 
detect because MySQL does not store enough implicit 
redundant information in its data structures. In the 
previous example, B-Tree pointer corruption it is hard to 
verify that a pointer properly connects two pages in 
adjacent levels because a page does not store its page level. 
For example, if a pointer is corrupt such that it points to one 
of its grand-children MySQL cannot detect this easily. 
 
Offline checker: A DBMS offline checker should be the last 
tool that catches all corruptions in the database. Checker 
runs in two modes: check and repair. In this first mode, 
myisamchk attempts to find all corruptions in the database, 
while in the second, it tries to rebuild the tables and index 
files. [9] After the thorough study it has found that it does 
not catch all corruptions and it does not always repair the 
database correctly. Observation point to the same issues 
faced by the running MySQL. Mainly, some detectable 
corruptions are ignored and some corruptions are not 
detectable due to the lack of redundant information. As a 
result, the checker itself can crash and even worse an 
erroneous repair could happen. 
 
Methodology 
 
 After the detailed observations three deficiencies were 
found in MYSQL: 
 

1. MYSQL does not have the capability to detect 
some corruptions due to lack of redundant 
information 

2. It  does not isolate corrupted data from valid data 
3. It has inconsistent reactions to similar corruption 

scenarios. 

To improve the MySQL checker performance I have used 
the concept of logs. The following approach is used here to 
improve the performance of MYSQL checker. The steps are 
as follows: 

1. In the very first step analysis is done and checks 
what kind of corruption can be occurred in the 
system. 

2. The corruption can be 

 One reads the block of data from the disk and 
receives unexpected contents  

 The second reason is where a disk report that a 
write has completed but it was never written to the 
disk.  

3. To improve the data consistency and to improve 
the checker performance here is creation of a 
checker in java and with the help of log which can 
easily check the inconsistency in data. 

4. To deal with these corruption we are going to 
checker which will detect the error in data and will 
generate a log file (excel file). 

5. This log file has different-different information of 
according to error. 

 

        This was the whole information the MySQL checker.  

Now next step to describe how it will work 

1. The creation of checker using java Net beans. 
In this the data which will be inserted on 
MYSQL termed as backup file. 

2. Using this backup file the checker will check 
whether the data is valid data or not. 

3. To check whether the insert data is valid or not 
we will apply some techniques which are as 
follows: 

 If the inserted data in the data base is 
having any empty value, then it will 
generate a log file i.e. excel file which 
will have all the empty values. 

 To resolve this problem, the excel file 
will be checked and then some 
modification will be performed on the 
data and then finally apply the redo 
function. Redo function will 
automatically perform the same 
operation of insertion.  
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 An undo function can be performed if 
we want to delete or drop the last 
performed action. 

 

4. To check whether the inserted data is 
according to the given length or not. 

To do so again will follow some steps  

 When insertion of data takes place, 
some problem arises when the 
inserted data is not of given length. 
The will show that the data write is 
committed but in actual it was not. 

  So to resolve this problem the checker 
will add these errors to the same log 
file which was created earlier. 

 And then accordingly perform redo 
and undo operation. 

5. The last problem which checker can detect is 
whether the inserted data is having same data 
type or not. 

 To resolve this problem checker will 
automatically terminate the process 
and will show the error message. 

 To remove or to re perform the above 
task again redo and undo operations 
can be used. 

 
 
 
 
  Observations 
 
       In summary, our results show that the in the previous 
work checker was far from robustness.  It did not catch all 
corruptions and even it did not always repair the database 
correctly. Our newly created checker has higher 
performance than the previous one.  It can detect 
inconsistency in data faced by the running MySQL. Mainly, 
it works upon the concept of log. Every time a file inserted 
in the database it will generate a bad log record.  Data of 
the bad log file can be modified can be further inserted in to 
the database.  Many important checks that last MySQL 
checker was unable to detect can be detected by this 
checker. Thus, this improvement in building of checker 
makes it more robust MySQL checker. 

 

             Conclusion 

The importance of logging technique is to 
recover the data from the any failure. The most 
important characteristic of failures is the 
amount of information which is lost because of 
the failure. There are describing the major 
form of failures. First is failure without loss of 
information. This failure include the error 
occurred in the system because of this failure, 
transaction have to aborted. Example of this 
failure is divided by zero. In this type of 
failure we have stored information in memory 
used for the recovery process. Second, Failure 
with loss of volatile storage: in this failure all 
the records stored in memory is lost but we 
can recover this failure by using disk storage. 
Example of this failure is system crashes. And 
last is Failures with loss of non-volatile 
storage: in this failure all the information 
stored the disk is lost. Example of this failure is 
head crash. [2] 

When bulk of the inserted in the data base, 
there may be number of inconsistency occurs 
in the data file. Without knowing these 
inconsistencies the data is directly inserted 
into database. These inconsistencies in the 
database will generate error and failure of the 
database.  Here the enhancement of the 
checker is represented which is if any invalid 
data enter in the MYSQL the will checker the 
subsequent action. If there any null value 
occurs in the database, checker automatically 
generates a log file in which all the empty 
values will be written. If any data type 
mismatch occurs it will automatically 
terminate the process. So like this checker can 
perform some operation to prevent the 
database from the corruption. By using this we 
can enhance the performance of the checker as 
well as MYSQL by removing inconsistencies. 
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